
Abstract. An analytical theory for the energy second
derivatives at second-order Møller–Plesset level for sol-
vated molecules described within the polarizable con-
tinuum model is presented. The method, which is based
on the differentiation of relaxed density equations for
the first derivatives, is firstly presented in its formal
aspects and is then applied to the study of the rate-
determining step of the electrophilic bromination of
ethylene in aqueous solution.
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1 Introduction

The possibility of computing analytical energy deriva-
tives greatly enhances the ability to accurately charac-
terize chemical systems. Analytical first and second
derivatives in fact allow the study of molecular proper-
ties and potential-energy surfaces. Owing to the impor-
tance of this kind of study great attention has been paid
to the formulation of quantum mechanical methods for
computing analytical derivatives at different levels of
theory [1]. An important extension of such methods is
the inclusion of solvent effects; only in this way, in fact,
quantitative studies of potential-energy surfaces, chem-
ical reactions and molecular properties involving mole-
cules in condensed phases can be obtained with the same
accuracy as calculations for isolated systems.

This extension was recently begun within solvation
models exploiting a continuum description of the solvent
[2]. Among the various solvation methods developed so
far, the polarizable continuum model (PCM) [3,4] and,
in particular, its recent reformulation known as the
integral equation formalism (IEF) [5] have been shown
to be accurate approaches to compute solvent effects on
geometries, energies and properties of molecular solutes
[6]. Analytical first and second energy derivatives for the
original PCM model within the Hartree–Fock (HF)
formalism were introduced in 1994 [7] and then refor-
mulated in the IEF scheme in the late 1990s [8, 9, 10].
Successively, IEF-PCM first derivatives have been
extended to post-HF methods such as configuration
interaction including single excitations [11], and second-
order Møller–Plesset (MP2) [12].

MP2 theory is one of the oldest methods for treating
electron correlation and perhaps the most widely used;
thus, the extension of continuum solvation models to
MP2 methods has been a matter of study for a long time.
An ab initio version of the Møller–Plesset perturbation
theory within solvation schemes was introduced years
ago by Olivares and coworkers [13]. In those papers it
was pointed out that electron correlation not only
modifies the HF solute charge distribution and the sol-
vent reaction potential, but it is also back-modified by
the solvent. To uncouple these combined effects the
authors introduced three alternative schemes: the non-
iterative ‘‘energy-only’’ scheme, where the solvated HF
orbitals are used to calculate MPn correlation correc-
tion; the density-only scheme where the vacuum MPn
density matrix is used to evaluate the reaction field; and
the iterative scheme, where the correlated electronic
density is used to make the reaction field self-consistent.

Successively, it was shown [14] that by applying rig-
orously the perturbation theory, in which the nth order
correction to the energy is based on the (n-1)th order
density, the correct MP2 solute–solvent energy has to be
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calculated with the solvent reaction field due to the HF
electron density. Following these considerations, the
IEF-PCM extension to the MP2 method [12] introduced
no iterative procedures involving the electronic density
corrected to second-order. This method was thus gen-
eralized to the calculation of the analytical energy first
derivatives and relaxed MP2 densities within the
Z-vector technique of Handy and Schaefer [15].

Here we present a further extension of this method
to analytical second derivatives. The basis of a large
part of the following work is the procedure imple-
mented in the Gaussian package [16] for the evaluation
of MP2 second derivatives of isolated systems. This
approach is based on the differentiation of the response
density equations (Trucks EW, Frisch MJ, Andres JL,
Schiegel HB, private communication) and includes
several formal and computational advantages, such as
the efficient computation of the derivatives of two-
electron integrals [17].

The paper is organized as follows: the MP2 energy
and MP2 first energy derivatives within the IEF-PCM
framework are summarized in Sects. 2 and 3, respec-
tively; The theory of PCM-MP2 second derivatives is
presented in Sect. 4; an application to the study of the
rate-determining step of the electrophilic addition of
bromine to ethylene in aqueous solution is presented in
Sect. 5; and, finally, Sect. 6 closes the report with com-
ments and remarks.

2 The PCM-MP2 free energy

At the MP2 level, the free energy of a solvated molecular
system can be expressed as

GMP2 ¼ GHF þ Gð2Þ ; ð1Þ
where GHF is the HF contribution and Gð2Þ is the MP2
correction.

In an N -electron system described in terms of a single
determinant with spin-orbitals expanded over a set of
atomic orbitals (AOs) fvl; vm; :::g, the HF free energy,
GHF, is written as

GHF ¼
X

lm

PHF
lm ðhlm þ jlmÞ

þ 1

2

X

lmkr

PHF
lm PHF

kr lkjjmrh i þBlm;kr
� �

þ ~VNN ;
ð2Þ

where hlm are the matrix elements, in the AO basis, of the
one-electron core operator, lkjjmrh i are the antisymmet-
rized combination of regular two-electron repulsion
integrals and PHF

lm indicates the elements of the HF
density matrix

The presence of solvent operators in the effective
Hamiltonian is here reflected in the jlm and Blm;kr inte-
grals, which describe the solute–solvent interactions
within the PCM model; in particular, the former contain
the term due to the nuclei-induced component of the
solvent reaction field, while the latter represent the
electron-induced counterpart. In the PCM framework
the solvent field is described in terms of ‘‘apparent’’
charges placed at the center of small regions (called

tesserae) covering the surface of the cavity which con-
tains the molecular solute. In this framework both jlm
and Blm;kr are expressed in terms of products of these
apparent charges with the electrostatic potential due to
the solute nuclear and electronic charge distribution,
namely

jlm ¼ �
X

k

VlmðskÞqN ðskÞ ð3Þ

and

Blm;kr ¼ �
X

k

VlmðskÞqkrðskÞ ; ð4Þ

where

qmðskÞ ¼
X

l

QklVmðslÞ with m ¼ N ; kr ð5Þ

and Vm contains the solute nuclear (m ¼ N ) potential
and the AO potential integrals (m ¼ kr) computed on
the cavity tesserae, i.e. at the positions sk of the apparent
charges. All summations are over the total number of
tesserae. Details on Eq. (5) defining the apparent
charges can be found in Ref.[5]; here we only note
that Q is a square matrix (the square of the number
of tesserae) defined in terms of geometrical parameters
of the cavity and the solvent dielectric permittivity. In
the last term of Eq. (2), ~VNN ; both solute nuclear
repulsion and solute–solvent nuclear interaction are
included.

The elements PHF
lm of the HF density matrix are

defined as

PHF
lm ¼

XN

i

clicmi ; ð6Þ

where cli are the expansion coefficients of molecular
spin-orbitals (to simplify the notation, here and in the
following we assume real orbitals). They are obtained by
solving the corresponding HF equations:
X

m

ð ~Flm � �pSlmÞcmp ¼ 0 ; ð7Þ

where the elements ~Flm of the Fock matrix, namely

~Flm ¼ ðhlm þ jlmÞ þ GlmðPHFÞ þ XlmðPHFÞ ; ð8Þ
contain the solvent effects through the already intro-
duced matrix j and through the solvent-equivalent of the
in vacuo two-electron matrix G; namely we have

Glm ¼
X

kr

PHF
kr lkjjmrh i ð9Þ

and

Xlm ¼
X

kr

PHF
kr Blm;kr : ð10Þ

In Eq. (7) Slm are the elements of the overlap matrix in
the AO basis and �p is the energy of the pth spin-orbital.
In the following the spin-orbitals obtained from Eq. (7)
are indicated as i; j::: if occupied, a; b::: if virtual and
p; q::: when referring to general molecular orbitals
(MOs).
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The MP2 contribution to the free energy (Eq. 1) can
be written as [13, 14]

Gð2Þ ¼ 1

4

X

ijab

tab
ij ijjjabh i ; ð11Þ

where tab
ij are the double excitation amplitudes

tab
ij ¼ ijjjabh i=ð�i þ �j � �a � �bÞ : ð12Þ

From Eqs. (1), (2), (3), (4), (5), (6), (7), (8), (9), (10), (11)
and (12) it follows that the presence of the solvent does
not add new terms to the MP2 contribution but
implicitly it modifies all the quantities involved (MO
coefficients, orbital energies, etc.) with respect to the
parallel calculation for the isolated system.

3 MP2-PCM first derivatives

In Ref.[12] we showed that the first derivative of the
PCM-MP2 free energy may be written as a contraction
of the first derivative of the AO integrals with pertur-
bation-independent MP2 density matrices:

GMP2;x ¼
X

lm

PMP2
lm ðhx

lm þ jx
lmÞ þ

X

lmqr

CMP2
lmqr lmjjqrh ix

þ
X

lmkr

PMP2
lmkr B

x
lm;kr �

X

lm

Sx
lmW

MP2
lm

þ ~V x
NN ;

ð13Þ

where the x superscript denotes differentiation of the
pertinent integrals with respect to the perturbation
parameter x. The details on the calculation of the
derivatives, jx

lm and Bx
lm;kr; of the PCM contributions

defined in Eqs.(3), (4) and (5) can be found in Refs. [8, 10].
The one-particle density matrix PMP2and the energy-

weighted density matrix, WMP2 are given by the sum of
the proper HF contribution with a second-order relaxed
density matrix correction [18]:

PMP2
lm ¼ PHF

lm þ P ð2Þlm ; ð14Þ

W MP2
lm ¼ W HF

lm þ W ð2Þ
lm ; ð15Þ

with WHF ¼ PHF~FPHF .
The occupied–occupied and virtual–virtual elements

of the relaxed density matrix Pð2Þ in the MO basis are
given by

P ð2Þij ¼ �
1

2

X

kab

tab
ik tab

jk ð16Þ

and

P ð2Þab ¼
1

2

X

ijc

tac
ij tbc

ij ð17Þ

and the virtual–occupied block, P ð2Þia , is obtained as the
solution of a single, perturbation-independent, PCM-
coupled perturbed HF (CPHF)-like linear equation:
X

bj

hijjjabi þ hajjjibi þ 2Bai;bj
� �

P ð2Þbj

þ ð�a � �iÞP ð2Þai ¼ ~Lai ; ð18Þ

where ~Lai are the occupied–virtual elements of the MP2-
PCM Lagrangian

~Lai ¼
X

jk

P ð2Þkj hkijjjaið

þBkj;ai
�
þ
X

bc

P ð2Þbc bijjcah i þBbc;ai
� �

� 1

2

X

jkb

tab
kj ibjjkjh i

þ 1

2

X

jbc

tbc
ij cbjjajh i : ð19Þ

The elements P ð2Þlm are then obtained by back-
transformation to the AO basis:

P ð2Þlm ¼
X

pq

clpcmqP ð2Þpq :

The relaxed energy-weighted density matrix elements,
W ð2Þ

pq , are given, in the MO basis, by

W ð2Þ
ij ¼

1

2

X

kab

tab
jk kijjabh i � �iP

ð2Þ
ij

�
X

pq

P ð2Þpq ipjjjqh i þBij;pq
� �

; ð20Þ

W ð2Þ
ab ¼

1

2

X

ijc

tbc
ij ijjjcah i � �aP ð2Þab ð21Þ

and

W ð2Þ
ai ¼

1

2

X

jkb

tba
jk jkjjibh i � �iP

ð2Þ
ai ð22Þ

and the AO elements, W ð2Þ
lm , are again obtained by back-

transformation of W ð2Þ
pq .

The semiclassical two-particle density matrix, PMP2
lmkr , is

defined as

PMP2
lmkr ¼

1

2
PHF

lm þ P ð2Þlm

� �
PHF

kr ; ð23Þ

while the two-particle density matrix elements, CMP2
lmqr,

may be expressed as

CMP2
lmkq ¼ CS

lmkq þ CNS
lmkq ; ð24Þ

where

CS
lmkq ¼ PMP2

lmkq � PMP2
lqkm ð25Þ

and

CNS
lmkq ¼

X

ijab

tab
ij clickjcmacqb : ð26Þ

We observe that the structure of CS (Eq. 25) is similar
to the expression of the HF two-particle density
matrix, while CNS (Eq. 26) may be viewed as a back-
transformation of the excitation amplitude tab

ij from MO
to AO basis.
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4 MP2-PCM second derivatives

The direct differentiation of the gradient expression
(Eq. 13) gives the second derivatives of the PCM-MP2
free energy:

GMP2;xy ¼
X

lm

PMP2
lm ðhxy

lm þ jxy
lmÞ þ

X

lmqr

CMP2
lmqr lmjjqrh ixy

þ
X

lmkr

PMP2
lmkr B

xy
lm;kr

�
X

lm

Sxy
lmW

MP2
lm þ ~V xy

NN þ
X

lm

PMP2;y
lm ðhx

lm þ jx
lmÞ

þ
X

lmqr

CMP2;y
lmqr lmjjqrh ix

þ
XMP2;y

lmkr

PMP2;y
lmkr Bx

lm;kr �
X

lm

Sx
lmW

MP2;y
lm ; ð27Þ

where the double superscripts xy denote second deriva-
tives of the quantities Axy ¼ @2A

@x@y.
The second derivatives of the PCM contributions, jxy

lm
and B

xy
lm;kr; are computed exactly as shown in Ref. [9] for

the HF method and thus they will not be considered
here. Let us instead focus on the calculation of the MP2-
specific terms, namely the first derivatives of the MP2
density matrices, PMP2;y

lm ; PMP2;y
lmqr ;CMP2;y

lmqr and W MP2;y
lm [15,

19, 20].

4.1 One-particle PMP2;y

The first derivatives of the MP2 density matrix, PMP2;y ,
are obtained as direct differentiation of Eq. (14):

PMP2;y
lm ¼ PHF;y

lm þ P ð2Þ;ylm ; ð28Þ

where the derivatives of the HF density, PHF;y , and of
the relaxed density contribution, Pð2Þ;y , are determined in
the following way. The occupied–virtual elements, PHF;y

ai ,
in the MO basis are obtained from the solution of the
PCM-CPHF system of linear equations

X

bj

Uy
bjð�a � �iÞ ~Aai;bj ¼ ~Qy

ai ; ð29Þ

where Uy
bj are the first derivatives of the MO coefficients

in the MO basis, and

~Aai;bj ¼ dab;ij þ
abjjijh i þ ajjjibh i þ 2Bai;bj

�a � �i
; ð30Þ

and

~Qy
pq ¼ hy

pq þ jy
pq

� �
� Sy

pq�q �
X

kl

Sy
kl pljjqkh i þBpq;kl
� �

þ
X

lmkr

clpcmqPkr lkjjmrh iyþBy
lm;kr

� �
; ð31Þ

with

hy
pq þ jy

pq ¼
X

lm

clpcmqðhy
lm þ jy

lmÞ
� �

ð32Þ

and

Sy
pq ¼

X

lm

clpcmqSy
lm : ð33Þ

The occupied–occupied elements of the PHF;y matrix are
instead obtained from the first derivatives of the MO
orthonormality constraints, and a back-transformation
gives PHF;y in the AO basis:

PHF;y
lm ¼

X

pq

cy
lpPHF

pq cmq þ clpPHF;y
pq cmq þ clpPHF

pq cy
mq

� �
ð34Þ

with

cy
ri ¼

X

p

Uy
picrp :

The occupied–occupied and virtual–virtual blocks of
P ð2Þ;ypq in the MO basis, are instead given by

P ð2Þ;yij ¼ � 1

2

X

kab

sab
ik tab

jk þ tab
ik sab

jk

� �
ð35Þ

and

P ð2Þ;yab ¼ 1

2

X

ijc

sab
ij tbc

ij þ tab
ij sbc

ij

� �
; ð36Þ

where sab
ij

n o
are the derivatives of the double-excitation

amplitudes:

sab
ij ¼

@tab
ij

@y

¼
< ijjjab>yþ

P
d f y

bd tad
ij þf y

ad tdb
ij

� �
�
P

k f y
kjt

ab
ik þf y

kit
ab
kj

� �

ð�iþ�j��a��bÞ
;

ð37Þ
with

hpqjjrsiy ¼
X

lmkr

ðcrrcks � crsckrÞclpcmqhlmjkriy

þ
X

i

�
htqjjrsiUy

tp þ hptjjrsiUy
tq þ hpqjjtsiUy

tr

þ hpqjjrtiUy
ts

�
ð38Þ

and

f y
pq ¼ hy

pq þ Sy
pqnpq �

X

kl

Sy
klhpljjqki

þ
X

lmkr

clpcmqPkqðhlmjjkriy þB
y
lm;krÞ

þ
X

qm

Uy
qm hpmjjqqi þ hpqjjqmi þ 2Bpq;mq
� �

; ð39Þ

where

npq ¼
1
2 ð�p þ �qÞ p; q 2 occupied or p; q 2 virtual
�q otherwise

	

The occupied–virtual block P ð2Þ;yai is obtained by solving
the linear system of equations
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X

jb

�
hijjjabi þ hajjjibi þ 2Bai;bj

�
P ð2Þ;ybj

þ �a � �ið ÞP ð2Þ;yai ¼ L̂ð2Þyai ; ð40Þ
where

L̂ð2Þyai ¼ ~Lð2Þ;yai þ
X

jb

hijjjabiy þ hibjjjaiy þ 2By
ai;bj

� �
P ð2Þ;ybj

� f y
abP ð2Þbi þ f y

jiP
ð2Þ
aj ; ð41Þ

with the derivative Lagrangian ~Lð2Þ;yai given by

~Lð2Þ;yai ¼
X

jk

P ð2Þ;ykj kijjjah i þBkj;ai
� �

þ
X

jk

P ð2Þ;ykj kijjjah i þBkj;ai
� �

þ
X

bc

P ð2Þbc bijjcah iyþBy
bc;ai

� �

þ
X

bc

P ð2Þbc bijjcah iyþBy
bc;ai

� �

� 1

2

X

jkb

sab
kj ibjjkjh i � 1

2

X

jkb

tab
kj ibjjkjh iy

þ 1

2

X

jbc

sbc
ij cbjjajh i þ 1

2

X

jbc

tbc
ij cbjjajh iy ð42Þ

and

By
pq;rs ¼

X

lmkr

crrcksclpcmqB
y
lmkr

þ
X

i

BtrqsU
y
tp þBprtsU

y
tqþBptqsU

y
tr þBprqtU

y
ts

� �
:

ð43Þ
The elements of Pð2Þ;y in the MO basis are then back-
transformed to the required AO basis representation as

P ð2Þ;ylm ¼
X

pq

cy
lpP ð2Þpq cmq þ clpP ð2Þ;ypq cmq þ clpP ð2Þpq cy

mq

� �
:

ð44Þ

4.2 Two-particle PMP2;y

The first derivatives of the two-particle MP2 density
matrix PMP2;y is obtained as differentiation of the
constituted (Eq. 23):

PMP2;y
lmkr ¼ 1

2
PHF;y

lm þ P ð2Þ;ylm

� �
PHF

kr

þ 1

2
PHF

lm þ P ð2Þlm

� �
PHF;y

kr ð45Þ

4.3 WMP2;y

The first derivative of the energy-weighted MP2 density
matrix WMP2;y , is obtained by differentiating Eq. (15)

W MP2;y
lm ¼ W HF;y

lm þ W ð2Þ;y
lm : ð46Þ

The HF matrix contribution, WHF;y , is given by

WHF;y ¼ PHF;y ~FPHF þ PHF~FyPHF þ PHF~FPHF;y : ð47Þ
The elements of the differentiated relaxed correction,
W ð2Þ;y

pq , are given, in the MO basis, by

W ð2Þ;y
ij ¼ 1

2

X

kab

sab
jk kijjabh i þ 1

2

X

kab

tab
jk kijjabh iy

�
X

k

f y
ikP ð2Þ;ykj � �iP

ð2Þ;y
ij

�
X

pq

P ð2Þpq ipjjjqh iyþBy
ij;pq

h i
; ð48Þ

W ð2Þ;y
ab ¼ 1

2

X

ijc

sbc
ij ijjjcah i þ 1

2

X

ijc

tbc
ij ijjjcah iy

�
X

c

f y
acP ð2Þ;ycb � �aP ð2Þ;yab ð49Þ

and

W ð2Þ;y
ai ¼ 1

2

X

jkb

sba
jk jkjjibh i þ 1

2

X

jkb

tba
jk jkjjibh iy

�
X

k

f y
ikP ð2Þ;yak � �iP

ð2Þ;y
ai ð50Þ

and a back-transformation gives the density matrix
derivatives, WHF;y and Wð2Þ;y in the AO basis represen-
tation

W X ;y
lm ¼

X

pq

cy
lpW X

pqcmq þ clpW X ;y
pq cmq þ clpW X

pq cy
mq

� �
;

X ¼ HF; ð2Þ : ð51Þ

4.4 CMP2;y

Direct differentiation of Eq. (24) gives the derivatives of
the two-particle density matrix derivative, CMP2;y

lmkr , as

CMP2;y
lmkq ¼ CS;y

lmkq þ CNS;y
lmkq ; ð52Þ

with

CS;y
lmkq ¼

1

2
ðPHF;y

lm þ 2P ð2Þ;ylm ÞPHF
kq þ

1

2
ðPHF

lm þ 2P ð2Þlm ÞP
HF;y
kq

� 1

2
ðPHF;y

lq þ 2P ð2Þ;ylq ÞPHF
km �

1

2
ðPHF

lq þ 2P ð2Þlq ÞP
HF;y
km

ð53Þ
and

CNS;y
lmkq ¼

X

ijab

sab
ij clickjcmacqb þ

X

ijab

tab
ij Cy

lickjcmacqb

þ
X

ijab

tab
ij clic

y
kjcmacqb þ

X

ijab

tab
ij clickjcy

macqb

þ
X

ijab

tab
ij clickjcmacy

qb : ð54Þ

We conclude this section by observing that the evalua-
tion of the second derivatives of the PCM-MP2 free
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energy requires the solution of two sets of CPHF-like
equations, one for the evaluation of the derivatives of
the MO coefficients and the other for the calculation of
the derivatives of the relaxed density matrix. This leads
to an increase of the computational complexity with
respect to the corresponding calculation performed at
the HF/density functional theory level, which, con-
versely, requires the solution of only one PCM-CPHF
equation.

However, by introducing a reverse form of the
interchange theorem, it is possible to avoid the explicit
evaluation of the occupied–virtual elements of the
derivative of the relaxed density matrix, P ð2Þ;yai , and the
necessity to solve the corresponding set of equations. In
fact, looking at the second derivative Eq. (27) it is not
difficult to note that in the MO basis the contraction
involving the elements P ð2Þ;yai may be written as
X

ai

P ð2Þ;yai

h
hx

ai þ jx
ai �

X

jk

ðhjakkii þBjk;aiÞSx
jk

� �iSx
ai � Gx

ai � X x
ai

i
¼
X

ai

P ð2Þ;yai
~Qx

ai : ð55Þ

Further, by rearranging Eq. (40) as
X

bj

P ð2Þ;ybj ð�b � �jÞ ~Abj;ai ¼ L̂ð2Þ;yai ð56Þ

we obtain

P ð2Þ;yai ¼
X

bj

L̂ð2Þ;ybj

�b � �i

~A�1
� �

bj;ai : ð57Þ

Then, by introducing Eq. (57) into Eq. (55) it follows
that

X

ai

P ð2Þ;yai
~Qx

ai ¼
X

ai

X

bj

L̂ð2Þ;ybj

�b � �i

~A�1
� �

bj;ai
~Qx

ai

¼
X

bj

L̂ð2Þ;ybj Ux
bj : ð58Þ

Therefore the contraction involving the relaxed density
derivative, P ð2Þ;yai , may be expressed as the product of the
total derivative Lagrangian with the CPHF coefficients.
As this provides the complete contribution from P ð2Þ;yai ,
all second-derivative terms involving the derivative
density are limited to the occupied–occupied and
virtual–virtual blocks. This is in fact the Z-vector
method of Handy and Schaefer applied in reverse.

The reverse interchange for second derivatives was
originally developed by Tracks et al. (Trucks EW, Frisch
MJ, Andres JL, Schlegel HB, Private communication);
here we have shown how the solvent reaction terms
modify the general procedure, and how these changes
affect the derivatives of energies and densities.

5 Application to chemical reactions in solution:
the addition of bromine to ethylene

The study of a reaction mechanism may be done by
performing a well-determined sequence of computa-

tional steps that can be defined as the canonical
approach to the study of chemical reactions. At first,
one has to determine the geometry of reactants and
products, then that of locally stable intermediates,
especially those acting as precursors of the true reaction
process, and finally that of the transition state (TS) or
TSs and of the reaction intermediates, if any. As all these
points are stationary points on the potential-energy
surface, the calculation of first and second derivatives of
the energy with respect to nuclear coordinates becomes
the fundamental tool in their localization and charac-
terization.

The following step in the canonical procedure is the
determination of the reaction path (RP) or of the cor-
responding curvilinear coordinate, often called reaction
coordinate, or more specifically intrinsic reaction coor-
dinate (IRC) [21, 22].

Once the energy profile of the IRC, and the corre-
sponding changes in the internal geometry of the system
have been determined, the first goal in the canonical
description of the mechanism is reached. A possible
extension, and at the same time a completion, is the
interpretation of what has been computationally found.
Such interpretation is usually based on clear and simple
physical and chemical concepts which are represented by
appropriate theoretical and computational tools such as,
for example, the shape of localized charge distributions
or other suitable indices.

The further steps in the study of reaction mechanisms
go beyond the canonical procedure, and in the general
sense they begin to consider dynamic aspects of the
reaction still in the framework of the concept of the RP
defined earlier [23, 24].

This basic theoretical and computational scheme was
originally defined for systems reacting in the gas phase but
its extension to solvated systems is feasible. One of the
most systematic contributions to the theoretical refor-
mulation of the canonical approach for solvated systems
has been given by the works of Tomasi [25]. Following his
analysis somewell-defined aspects can be identified [2, 26].
Not only all the steps of the canonical procedure have to
be redefined so to account for solvation effects on struc-
tures, energies and properties of the reacting systems, but
also solvent-specific aspects have to be introduced. First,
new coordinates, generally indicated as solvent coordi-
nates, have to be added to account for the effects of the
retarding forces (frictions) induced by the solvent mole-
cules not in equilibrium with the reacting system. Second,
the solvent molecules have an intrinsic thermal motion
which may induce local fluctuations in their distribution
around the solute, and thus affect the reaction rate or the
apparent reaction barrier. Third, one or more solvent
molecules can be directly involved in the reaction, for
example, by exerting a catalytic role.

Here we present an application of some of these
concepts to the study of the rate-determining step of the
electrophilic addition of bromine to ethylene in the gas
phase and in water solution. As the subject of this paper
is the theoretical and computational method defining the
analytical MP2 second derivatives for solvated systems,
attention will be mainly focussed on those aspects of the
canonical approach to the study of reactions that more
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directly involve the calculation of these derivatives (both
with respect to nuclear coordinates and external electric
fields).

The addition of halogens to carbon-carbon double
bonds is interpreted as a stepwise addition which is ini-
tiated by a species containing a positively polarized
halogen: in the present case the bromine molecule which
becomes polarized in close proximity to the p-electron
cloud of ethylene. The initial step results in the forma-
tion of a ‘‘T-shaped’’ charge–transfer intermolecular
complex (CTC) [27] which has been identified both
theoretically [28, 29, 30] and experimentally [31, 32] in
the gas phase. Such a complex can thus evolve towards
the heterolytic breaking of the Br–Br r bond and to the
formation of a cyclic three-membered bromonium ion
intermediate.

It is well known experimentally [33] and theoretically
[34] that the formation of the bromonium ion from an
ethylenic bond and a bromine molecule is impossible in
the gas phase. The same reaction becomes possible in
solution [35] in which the rate-determining step is that
following the fast and reversible formation of the bro-
mine–olefin CTC and leading to the ionic intermediate
by unimolecular dissociation of the CTC. The existence
of such intermediates and their occurrence in bromina-
tion are supported by spectroscopic observations and
kinetic measurements which show high sensitivities to
solvent and substituent change. The dissociation of the
olefin–bromine CTC is thought to be assisted by the
solvent in protic media and by a second bromine in
nonprotic media [38].

Theoretical studies of the thermodynamic stability of
the bromonium intermediate in solution [36] and of the
effect of the dielectric constant of the solvent on the
reaction mechanism [37] have been made. Here, we
present a detailed MP2 study on the RP leading from the
CTC to the TS for the addition of Br2 to ethylene both in
the gas phase and in water. Such a study involves the
calculation of the structures, the energies and the vibra-
tional frequencies of the CTC and the TS and the analysis
of the RP in terms of different reactivity indices. The
effects of solvation are introduced through the IEF-PCM
continuum: for all systems four interlocked spheres
(centered on the C and Br atoms) and the dielectric
constant of water (78.54) were used to describe the solute
cavity and the solvent dielectric response, respectively.

It is known that a proper description of the com-
plexes between bromine and olefins requires a high level
of theory. In fact, the interactions in these complexes are
of dispersive and charge-transfer nature and thus a
correlated method and a basis set with polarization and
diffuse functions are indispensable. There is a systematic
work [30] that shows that the widely used density func-
tional methods do not give an adequate description of
such kinds of systems; the B3LYP functional is the one
that gives better results, but for an accurate description
at least a MP2 calculation is required.

With regard to the choice of a proper basis set,
polarization and diffuse functions are surely to be
included, but the presence of the bromine atoms also
requires the use of effective core potentials (ECPs).
Among the basis sets available in the Gaussian package,
the CEP-121G basis set [38] was chosen as it includes a
relativisitic ECP for Br. This set was augmented by
diffuse and polarization functions; namely three d and
one f function were added on Br, one p and one d on C,
and one p function on H. In the following the resulting
basis set is indicated as CEP-121G(aug). The reliability
of this effective core basis set was checked by compari-
son with full-electron calculations using different ex-
tended basis sets.

5.1 Structures of the CTC and the TS and the RP

At the MP2/CEP-121G(aug) level the structures of the
CTC and the TS have C2v symmetry both in the gas
phase and in water; the optimized structures with an
indication of the main geometrical parameters are
reported in Fig. 1.

In previous studies a Cs symmetry was also found for
the gas-phase TS at the HF level of theory [34,37].
however, a later complete-active-space-self-consistent-
field study [39] on the potential-energy surface for the
electrophilic addition of chlorine to ethylene in the gas
phase and in aqueous solution showed the validity of the
symmetric C2v.

The characterization of both structures was con-
firmed by a frequency analysis. In particular, it was
verified that the TS structures present the characteristic
imaginary frequency corresponding to the transition
vector; this is illustrated in Fig. 2 for both gas-phase and
water TSs.

The results of Figs. 1 and 2 indicate that, while the
CTC is not very different in the gas phase and in water

Fig. 1. Second-order Møllar–plesset (MP2)/CEP-121(aug) struc-
ture for the charge-transfer complex (CTC) and the transition state
(TS) in the gas phase and in water. The distances between bromine
atoms, and between the CC bond midpoint and the nearest
bromine are shown (Å) together with the activation free energies

72



and thus for this system the solvent effects are not very
important, the structure of the TS is largely affected by
the presence of the solvent. As expected, the solvated TS
has an earlier character with a Br–Br bond much shorter
than in the gas phase.

The localization and characterization of the CTC and
TS structures also allow the calculation of activation
barriers. As in previous studies [34], our MP2 calcula-
tion for the isolated system gives an activation barrier of
more than 60 kcal mol�1 as shown in Fig. 1. As ex-
pected, the effects of solvation lower the barrier, making
the formation of the bromonium ion intermediate pos-
sible. This is expected as the TS is rather polar and it has
a larger solvation energy. After including entropy and
zero-point effects, the computed IEF-PCM barrier
becomes 8.17 kcal mol�1; this value agrees well with the
estimate of less than 10 kcal mol�1 obtained from the
bromination rate constant observed in water [40].

Before going further in the canonical procedure
described previously, it is useful to have a direct estimate
of correlation effects. We thus recalculated the CTC and
TS structures in water at the HF level with the same
basis set used for the MP2 calculations. The HF
geometrical parameters and the relative activation
barrier are reported in Table 1.

The comparison of the results of Fig. 1 and Table 1
shows that correlation effects are different in the CTC
and in the TS, and that they differently affect the solvent
reaction fields in the two structures. Correlation effects
are in fact much larger in the TS: the HF structure
presents a longer Br–Br bond and a shorter Br–CC
midpoint distance with respect to MP2; this seems to
indicate an earlier character for the MP2 TS with respect
to the uncorrelated HF analog. This larger sensitivity of
the solvated TS structure to the electronic correlation
can be explained with the larger magnitude of the reac-
tion field at the TS. This correlation effect is also
reflected in the value of the activation barrier, which
lowers by about 1.7 kcal mol�1 on passing from the HF
to the MP2 level.

As requested by the canonical procedure, once the
main stationary points have been localized and charac-
terized, the following step is the determination of the
RP; this was limited here to the CTC-to-TS branch and
it was obtained by using the method of Schlegel and co
workers [22].

As an example, in Fig. 3 we report the illustration of
the RP obtained in water; a similar but much more ex-
tended plot (both in the values of the reaction coordinate
and the energy) was obtained for the gas phase. In the
graph the TS corresponds to the zero of the reaction
coordinate, and this assumes negative values going back
toward the CTC.

The comparison of RPs calculated for the gas phase
and for water shows that the presence of the solvent not
only changes the barrier height but it also significantly
affects the nature of the reaction coordinate. This can be
better shown in terms of the variation of the distances
RCC, RBrBr and RBrCC along the RP in the gas phase and
in water as illustrated in Figs. 4 and 5.

As can be seen from Fig. 4, in the gas phase the
functions representing the distance between the incom-
ing bromine and the CC midpoint (RBrCC) and between
the two carbons (RCC) are not monotonic but they
present a shallow minimum and a parallel maximum.
This seems to indicate that the gas-phase reaction
coordinate is more complex and that it does not exactly
coincide with the Br–CC distance. In water, in contrast,
all three distances show monotonic behavior as
expected.

The RP was also analyzed in the scheme of the RP
Hamiltonian (RPH) method [23]. This characterizes the
reaction in terms of motion along the RP and vibra-
tional motion orthogonal to this path. From the analysis
of the terms of the RPH, one can obtain insight into
qualitative features of the reaction mechanism and
reaction dynamics.

In this study the application of the RPH is limited to
static aspects; here we in fact analyzed the two modes

Fig. 2. Transition vector and relative frequency for the TS in the
gas phase and in water

Table 1. Hartree–Fock/CEP-121G(aug) distances (Å) for the
charge-transfer-complex (CTC) and the transition state (TS) and
the activation energy, DG� (kcal mol)1)

CTC TS

RBrBr 2.271 3.452
RCC 1.329 1.439
RBrCC 3.715 1.940

DG� 9.79 Fig. 3. TS-to-CTC reaction path computed at the MP2 level for the
system in water
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which are more strongly coupled to the reaction coor-
dinate for the system in water. The second derivative
matrix was calculated at each point on the RP, projected
to remove motion along the RP as well as overall
translational and rotational motion, and finally diago-
nalized to give the harmonic frequencies. The variation
of these frequencies (for the two selected modes) along
the RP is shown in Fig. 6.

Looking at the normal modes corresponding to the
two selected frequencies, we find that they correspond to
the 1383 and 1754-cm�1 modes of the TS; they are
illustrated in Fig. 7. As can be seen from Fig. 7 the
lower-frequency mode involves a stretching along the
CC bond, while the second is a bending of the CH
moieties coupled with a weak CC stretching. Moving
back from the TS to the CTC both frequencies increase;
in particular the lower-frequency mode varies from

stretching to bending, while the higher-frequency mode
increases the CC stretching component.

5.2 Analysis of properties along the RP

To further investigate solvation effects, we performed
along the RPs analyses of the wavefunction by using the
natural bond orbital (NBO) method [41] and of the
polarizability tensor.

We report the NBO natural atomic charge (nuclear
charge minus summed natural populations of natural
AOs on the atom) on C and Br atoms, in Table 2
whereas in Figs. 8 and 9 we illustrate the same natural
charges as a function of the reaction coordinate (in
the gas-phase graph we extrapolated the values of the
charges beyond the computed RP to illustrate the
crossing of Br1 and Br2 at the limit corresponding to
the CTC).

The main result of the NBO analysis is the large
difference in the natural charge of bromine atoms in the
gas phase and in water. These charges clearly indicate
that the nature of the TS is completely different in the
isolated and in the solvated system as already indicated
by the very different geometries (see Fig. 1). In particu-
lar, in the gas phase the partially negative charge on the
incoming bromine (Br1) indicates that in this case there
are no electrostatic interactions with the ethylene moiety

Fig. 5. RCC, RBrBr and RBrCC distances (Å) along the reaction path
for Br2 addition to C2H2 in water

Fig. 6. Projected vibrational frequencies (cm�1) with respect to the
reaction coordinate for the addition of Br2 to C2H2 in water

Fig. 7. Normal modes for the TS in water which present the largest
coupling with the reaction coordinate

Fig. 4. RCC, RBrBr and RBrCC distances (Å) along the reaction path
for Br2 addition to C2H2 in the gas phase
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and thus the activated complex is mainly of dispersive
character (this is also reflected in the long RBrCC distance
in the TS). Such a description is completely reversed in
water, where the Br–CC interaction presents clear and
strong electrostatic character and the two bromines

present the expected separation of charge in the region
around the TS. To confirm this analysis we also note
that the dipole of the TS goes from 1.10 D in the gas
phase to 12.74 D in water (the CTC presents a dipole
moment of about 1.5 D both in the gas phase and in
water).

A more ‘‘chemical’’ analysis of the effect of the sol-
vent on the nature of the TS can be obtained in terms of
the variation in the bonding pattern along the RP. This
variation is quantified by the CC, BrBr and CBr bond
order values with respect to the reaction coordinate as
reported in Fig. 10.

All the calculated bond orders are seen to vary with
the reaction coordinate in a continuous and physically
reasonable manner. In fact, consistent with the ex-
pected picture, moving from the CTC to the TS, the
C–C bond order smoothly decreases from double-bond
(bCC � 2) to single-b and (bCC �1) character. The CBr
bond order correspondingly increases from non bonded
(bCBr � 0) to single-bond character, while the BrBr
bond order simultaneously decreases from single-bon-
ded character to non bonded. These bond order
switches are all approximately ‘‘70% complete’’ at the
TS (bCC=1.3 instead of 1, bCBr ¼ 0.8 instead of 1 and
bBrBr ¼ 0.38 instead of 0).

An alternative analysis to natural charges and bond
orders but still strictly dependent on the variation in the
charge distribution along the RP is that in terms of the
polarizability. There is analytical and numerical evidence
[42] showing that the polarizability has a very close link
with theoretical indices developed to measure the sensi-
tivity of the electron density to structural perturbations
and responses to the changes in external conditions. We
can thus predict that the polarizability can reflect the
chemical reactivity of a system.

We report the three diagonal components of the
polarizability tensor and the isotropic value with respect
to the reaction coordinate for both gas-phase and sol-
vated systems Figs. 11 and 12; we recall that the bromine

Fig. 8. Natural charges on C and Br atoms as a function of the
reaction coordinate for Br2 addition to C2H2 in the gas phase

Fig. 9. Natural charges on C and Br atoms as a function of the
reaction coordinate for Br2 addition to C2H2 in water

Fig. 10. CC, CBr, and BrBr bond orders as a function of the
reaction coordinate for Br2 addition to C2H2 in water

Table 2. Natural charges on C and Br atoms in the CTC and the
TS in the gas phase and in water. Br1 refers to the bromine atom
closer to the CC bond. Charges are in atomic units

Gas Water

CTC TS CTC TS

C )0.3106 )0.2392 )0.3056 )0.2281
Br1 +0.0080 )0.3855 +0.0069 +0.2519
Br2 )0.0513 +0.1857 )0.0572 )0.6067
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atoms are along the z-axis and the ethylene is on the xy-
plane with the CC bond along the y-axis.

The analysis of the polarizability along the RP
amplifies the differences previously found for the
geometry and the natural charges on passing from the
gas phase to water solution: for the gas phase we observe
an increase of the zz component (and of the isotropic
value) going from the TS back to the CTC, while for
water both azz and aiso monotonically decrease. As ex-
pected, in both cases the xx and yy components do not
significantly vary along the RP.

The results obtained for water are in good agreement
with theoretical evidence showing that in general the TS
has a higher polarizability than the reactive complex
[43]. Conversely, the gas-phase trend of the polarizability
along the RP indicates that the reactive channel involves

an unfavorable charge redistribution going from the
CTC to the TS and thus it will be characterized by a high
activation energy barrier. These findings strengthen the
optimism about the possibility of using polarizability as
an index for the study of the progress of chemical
binding and reactions.

6 Conclusion

We have presented a methodology to evaluate MP2
second derivatives for solvated systems described within
the PCM. The method is based on the differentiation of
the response density equations for first derivatives;
however, the need for the solution of additional
CPHF-like (Z-vector) equations is avoided entirely by
the use of an additional interchange theorem. This
method is an extension to solvated systems of a
formalism, and of the corresponding algorithm, origi-
nally developed for isolated systems and implemented as
part of the Gaussian program suite. The main feature of
this extension is that no approximations are introduced
for the PCM additional contributions but they are
included in any step of the procedure, i.e. in the CPHF-
like equations as well as in the derivatives of the free
energy.

The algorithm described herein was applied to the
study of the rate-determining step of the electrophilic
addition of bromine to ethylene in aqueous solution.
Analytical MP2 first and second derivatives with respect
to nuclear displacements allowed us to locate interme-
diates and TS structures, as well as to evaluate the
projected vibrational frequencies, and analytical MP2
second derivatives with respect to electric fields were
used to compute the polarizability tensor along the RP.
In addition, the relaxed MP2 density was used in a NBO
analysis of the charge character of the CTC and the TS
as well as of structures along the RP.

The results about the nature of both the CTC and the
TS not only are in substantial agreement with the data
available from the literature, but they also permit a more
detailed analysis of the fundamental role played by sol-
vation in this kind of reaction. In particular, the analysis
of the natural charges on the various atoms and of the
polarizability tensors along the RP clearly indicates that
the stabilizing effect due to the polar solvent is the
necessary, and sufficient, effect required to make the
reaction possible through the formation of a TS with
well-separated charges on the bromine atoms; this system
can thus easily evolve toward the bromonium cation,
which is assumed as the key intermediate of the reaction.

As a final comment, we remark that both in the
theoretical derivation and in the numerical application, a
complete solvent response to molecular vibrations
(equilibrium model) was assumed. However, it is also
reasonable to think that the solvent molecules sur-
rounding the solute could not instantaneously rearrange
their position to re-equilibrate with respect to the
vibrating solute (and thus that a vibrational non equi-
librium model could be used). Such effects have already
been treated for vibrational frequencies, IR intensities
and Raman scattering activities for solutes modeled at

Fig. 11. Diagonal components and isotropic value of the polariz-
ability as a function of the reaction coordinate for Br2 addition to
C2H2 in the gas phase

Fig. 12. Diagonal components and isotropic value of the polariz-
ability as a function of the reaction coordinate for Br2 addition to
C2H2 in water
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the HF and density functional theory levels of theory
within the PCM framework [44]. The results reported
in the references cited have shown that vibrational
non-equilibrium effects seem to be relevant in the pre-
diction of absorption intensities and Raman scattering
activities, whereas they affect vibrational frequencies
only negligibly. We are thus confident that the results we
reported in the previous section, as mainly based on
geometrical second derivatives, do not change in a
nonequilibrium scheme. However, we are perfectly
aware that in accurate dynamic studies, nonequilibrium,
or more generally time-dependent solvation effects, are
fundamental; we thus leave to future extensions inclu-
sions of such effects into MP2 second derivatives.
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